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Abstract

The effect of magnetogasdynamic (MGD) interactions on flow acceleration and

thrust in a scramjet accelerator/nozzle are examined numerically at a free-stream

flight condition of Mach 8. The parameters of conductivity pattern and load factor

are varied in both inviscid and viscous flow regimes with the intent of increasing axial

force exerted on the flow through a scramjet accelerator. The numerical code solves

the Navier-Stokes equations with additional source terms for the MGD forces and

energy interactions. An accelerating Lorentz force is applied to the flow resulting

from a constant magnetic field and an electric field produced by two continuous side

wall electrodes. The specific thrust across the accelerator/nozzle is improved in the

MGD solutions over the non-MGD solutions when the load factor is increased and an

electron beam type ionization pattern is used. The largest increase in specific thrust

is observed in viscous and inviscid flow regimes with a load factor of 1.8 producing

226% and 154% thrust increases, respectively. Flows showing increases in specific

thrust with higher load factors also show significant increases in temperature due to

the energy interaction term.
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MAGNETOGASDYNAMIC FLOW ACCELERATION

IN A SCRAMJET NOZZLE

1. Introduction

Since the Wright Brother’s first powered flight on December 17, 1903, aviators

and engineers have explored the new frontier of flight and sought after new aircraft

that seem to defy the laws of nature. It seems engineers have adopted the Olympic

maxim “citus, altius, fortius” as they push the limits of aircraft and aviation “faster,

higher, and stronger.” Despite obvious risks and uncertainties, pilots jump at the

chance to push the bounds of flight. The famous pioneer in aviation history, Chuck

Yeager, was assigned to test pilot the X-1 and became the first person to fly beyond

the speed of sound on October 14, 1947. At the time, the flight was riddled with

uncertainty and many of those involved did not know what to expect. Looking back

on the event 50 years later Yeager said, “We had no idea what was going to happen

. . . you’re in an area where very little is known. They had no wind tunnel data,

nothing, and everything was trial and error.”[30]

At present, aviation is once again on the cutting edge of propulsion technol-

ogy, exploring hypersonic flow regimes and attempting to make sustained hypersonic

flight a reality. Rockets and ramjet engines have been the cornerstone of supersonic

flight reaching speeds up to Mach 6, but they have effectively reached the limit of

their operability. The future of hypersonic flight is looking toward the supersonic

combustion ramjet, or scramjet, engine to propel them into the next phase of avi-

ation evolution. Like breaking the sound barrier, there are many unknowns in the

development of this new technology, but fortunately engineers no longer have to

rely on trial and error for progress to be made. Increasingly Computational Fluid
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Dynamics (CFD) is playing a larger role in testing and developing engine and air-

craft designs. Today when scramjet technology is flight tested, its designs are based

on many hours of ground tests and CFD evaluations, reducing the risk and cost of

failure while increasing safety and the promise of success.

Sustained hypersonic flight, which has yet to happen, but surely will, has been

a realistic desire for over half a century. At present, hypersonic flight is attained

through either rocket propulsion or air-breathing engines called ramjets, but these

are not new ideas. Patents on file show ramjet engines designed for supersonic flight

as early as 1928, and since the flight of the X-1, many aircraft, spacecraft, and

missiles have flown through Earth’s atmosphere at supersonic and hypersonic speeds

[12]. Still, as mentioned before, these methods seem to have met the limit of their

application. When looking at sustained hypersonic flight, both propulsion systems

have shortfalls that seem unavoidable.

Rockets have long been used to achieve supersonic and hypersonic speeds and

have been instrumental in everything from missiles to the Space Shuttle launch. How-

ever, further advancements in rocket propulsion will yield only small improvements

in performance, since rocket performance has been advanced close to its theoretical

limits [26]. Rocket systems carry much larger propellant mass fractions since they

must provide their own oxidizer, which is carried with them during the flight. The

weight added by the oxidizer greatly reduces the payload the aircraft can carry, thus

reducing its mission capabilities. Like many other engineering applications, rocket

design is a trade off, and near Mach 6, the adverse effects of carrying the oxidizer

begin to out weigh the benefits.

Air-breathing engines eliminate the additional weight and increase payload by

using atmospheric oxygen as the oxidizer. Ramjets operate by slowing the oncoming

flow to subsonic speeds in the combustor section [12]. The atmospheric oxygen is

mixed with the fuel and ignited. However, ramjets too have their shortfalls. When

approaching Mach 6, the drag associated with slowing the flow to subsonic levels
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for combustion begins to make the thrust provided by the ramjet ineffective [26].

Again, the drag penalty paid to have subsonic flow begins to out weigh the thrust

benefits in the design trade off. This means that ramjets have also approached their

operational limits.

1.1 Scramjet Research

The next step in the evolution of hypersonic propulsion is the scramjet. As its

name suggests, a scramjet operates much like a ramjet, only the combustion process is

done at supersonic speeds. This overcomes both of the problems previously discussed

with rockets and ramjets. Supersonic combustion reduces the drag associated with

slowing the flow in the combustor, and an air-breathing engine eliminates the extra

weight, increasing payload [12, 26]. Still, scramjet designs have many problems of

their own. At present, scramjet designs are limited in their flight envelope and

require a boost, most likely from a rocket, to get up to a speed great enough to

sustain combustion [4, 15]. Supersonic combustion, shock structure control, and

material limits all pose significant hurdles to designing a working scramjet with

today’s technology [3, 4, 21, 24, 26, 28]. That, however, has not stopped engineers

from exploring the possibility of scramjet propulsion. Two of the most notable

hypersonic programs are the University of Queensland’s HyShot Flight Program,

and NASA’s Hyper-X Program.

The University of Queensland’s HyShot Flight Program is one of several investi-

gating the possibility of scramjet propulsion flight tests. The program has conducted

two flight tests of which supersonic combustion was achieved on the second flight in

July 2002 [15]. In their tests, the scramjet was propelled to an altitude of 330 km

with the aid of a rocket. The rocket and engine were then directed back down and

the second rocket stage was fired. This propelled the scramjet to a design Mach of

7.6 at an altitude between 35km and 23km. This allowed for 5 seconds of scramjet

propulsion using hydrogen gas as the fuel.
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The Hyshot team has encountered some difficulties unique to their test design.

Due to their vertical trajectory during the launch, accelerations reach a peak of 60g

before decaying to 30g which can cause the flight test to fail structurally in the first

second of flight [15]. In addition, the scramjet has not been designed to produce

a net thrust since the objectives of the experiment are to measure pressures in the

combustor and thrust surfaces for comparison to tunnel data.

Underside of Aircraft 

SCRAMjet Compression Ramp SCRAMjet Engine

Variable Angle 

Compression Ramps

Figure 1.1 NASA’s X-43A hypersonic vehicle[5].

One of the most successful scramjet programs to date has been NASA’s $250

million Hyper-X Program which is responsible for the experimental X-43A hypersonic

research vehicle shown in Figure 1.1 [31]. The X-43A is the first operational design

to integrate the engine into the body of the aircraft and is not unlike many other

scramjet aircraft designs. It is widely agreed that only when the engine is integrated

with the airframe does engine performance have useful meaning [26]. In the X-43A,

the underside of the aircraft is used as the compression ramp in the inlet and also

as the thrust surface at the nozzle exit.

The Hyper-X program had it’s first success when the X-43A completed its

first successful flight on March 27, 2004 reaching Mach 7 at roughly 100,000 ft
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altitude [31]. This flight marked the first supersonic flight powered by a non-rocket,

air-breathing scramjet engine. However, due to problems in the present design, a

feasible aircraft capable of sustained hypersonic flight may be delayed by several

decades.

One of the most significant problems for the scramjet is efficient supersonic

combustion, which has some inherent design difficulties which must be addressed

before efficient supersonic propulsion can be obtained [3, 4, 21]. For example, super-

sonic combustor flow is much faster than flame propagation speed and the flame is

blown out the back of the engine. To remedy this in the X-43A, engineers designed

subsonic local flame-holders to sustain combustion, but at the price of increased drag

to slow the flow to subsonic speeds [4]. In addition, introducing too much fuel to

the combustor could increase the back pressure, causing the inlet shock train to be

blown from the engine, resulting in unstart. Efficiency is also degraded when molec-

ular dissociation, total pressure losses, and incomplete engine combustion are taken

into account [28].

Engine cooling and aircraft stability are also design hurdles for engineers. The

X-43A has an 800-lb. tungsten slab in the nose to move the center of gravity to

within stability and control limits, which accounts for 29% of its gross weight [4].

Cooling will become a significant issue for flights longer than 10 seconds. In a

program where efficiency is ultimately the goal, there are many modifications that

must be made to the existing design, the greatest of which is efficient flow control

and energy management in the overall aircraft design.

1.2 Magnetogasdynamic Flow Control

Due to the immense flow control problems that many designers have encoun-

tered, a significant number have turned to magnetogasdynamics (MGD) as a means

to control the complex flow fields passing through a scramjet [2, 16, 17, 19, 21,

22, 23, 25, 27, 28, 29]. The principle force used in MGD flow control is the Lorentz
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force, oriented to interact with a conductive flow. There are many MGD flow control

applications, including shock location control for inlet mass capture [24], suppress-

ing boundary layer transition, and enhancing fuel air mixing in the combustor [3].

More complex uses of MGD include withdrawing energy from the flow in the inlet

to reduce the flow velocity using an MGD generator, and then inserting the energy

back into the flow in the nozzle section to increase thrust using an MGD accelerator

[1, 16, 17, 18, 19, 20, 29].

As expected, the concept of MGD flow control is not without its own setbacks

and concerns. Present research has suggested the magnetic forces required to control

the flow are on the order of 10 Tesla. The weight of super-conducting coil magnets

for creating field strengths of that magnitude account for 85% of the MGD system

weight. Research into new materials to reduce the magnet weight is vital to the

success of MGD flow control on an aircraft [25].

Ensuring flow conductivity is another main problem that must be solved. At

hypersonic flight conditions, conductivity of a flow is negligible to produce essential

MGD interactions [1]. Some have suggested pre-ionizing the flow at the entrance

of the scramjet, however Macheret shows some design problems with this method.

If electron densities of about 1012 per cc minimally are required for MGD opera-

tion, plasma recombination is about 10-30 microseconds [22]. At a flow velocity of

500 to 2,000 meters per second, the conductivity of the flow would decay in just

a few centimeters. Macheret’s analysis also demonstrated that, with careful choice

of parameters, electron beams could form stable, well controlled plasmas, poten-

tially enabling a good level of generator performance. There are several possible

processes for ionizing the flow, including electron beam ionization and high-voltage

pulses from either DC or RF discharges. Many agree that of the available choices,

the electron beam is by far the most energy efficient way of ionizing a cold gas

[1, 16, 17, 18, 19, 20, 22, 25, 29]. However, the practical feasibility of using an elec-
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tron beam as an ionizer has yet to be demonstrated. It has proven to be a complex

technical problem that is far from implementation [25].

Despite the lack of feasible technology to test these theories about MGD flow

control, research has been underway using CFD codes [1, 7, 16, 17, 18, 19, 20,

23, 24, 29]. This allows researchers to see detailed flow paths, complex parameter

interactions, and determine what kinds of forces and energies are required to make

MGD flow control a reality. At the heart of scramjet research and design is a need

to know, understand, and control the complex flow paths through the engine. CFD

has played a major role in visualizing and understanding flow paths and creating

a broad foundation of data on which to base new designs. In many cases CFD

visualizes flows that are too complex to capture in flight test, or simply impossible

to replicate due to lack of technology. MGD flow control is one example of a concept

that is expensive and very difficult, if not impossible, to demonstrate in anything but

a computational domain. Still, the data collected from computational simulations

can be used in future applications when technology has caught up with the designs

of today’s engineers.

A. Kuranov and E. Sheikin at the Hypersonic Systems Research Institute in St.

Petersburg, Russia developed the “AJAX” concept using such a numerical approach.

The “AJAX” concept was one of the first designs to incorporate energy management

as a fundamental design parameter [1, 16, 17, 18, 19, 20]. The Magneto-Plasma-

Chemical Engine (MPCE), also referred to as a scramjet with MGD bypass, was

developed within the framework of the AJAX concept and serves as the model for

their MGD experiments. The engine shown in Figure 1.2 is a simplified scheme for

the MGD bypass scramjet. It is comprised of five sections, including the inlet, MGD

generator, combustor, MGD accelerator, and nozzle. The inlet in section 1 uses the

underbody of the aircraft as the compression ramp and also includes an ionizer to give

the flow the proper conductivity to interact with the forces in the MGD generator and

accelerator. As mentioned before, standard air will not sufficiently ionize at the flight
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conditions a scramjet will encounter, and the application of external power sources

to ionize the flow is required. This is called non-equilibrium ionization [18, 22].

Kuranov and Sheikin have used the electron beam as the optimal ionizer based on

minimization of the power spent to ionize the flow [18].

Figure 1.2 Simplified Magneto-Plasma-Chemical Engine (MPCE) [19].

The MGD generator serves several purposes. The forces in the generator are

oriented such that a retarding Lorentz force is tangent and in the opposite direction

to the flow. This is used to reduce or eliminate Mach reflection by extracting energy

from the flow itself. This helps to sustain supersonic combustion and minimizes the

chances of engine unstart. The MGD accelerator is designed such that the Lorentz

force vector is oriented in the same direction as the flow, creating an accelerating

Lorentz force. By introducing energy back into the flow, the thrust and specific

impulse increase, thus improving the overall efficiency of the scramjet.

The AJAX concept is the first design to place a large focus on energy man-

agement. The electric power produced by the MGD generators is spent by the

ionizer and onboard systems and for additional acceleration of combustion products

in the MGD accelerator [1, 16, 17, 20]. The MPCE is designed to be used in a
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self-sustained operational mode, which means that the electric power produced by

the MGD generator exceeds the electric power necessary for both flow ionization and

MGD acceleration [17]. This requirement drives the design to minimize power used

in flow ionization and to maximize the power produced by the MGD generators.

The majority of Kuranov and Sheikin’s research done with the AJAX concept

has been using quasi 1-D and 2-D approaches, and conclusions seem to be promising.

In early research, the MPCE showed that off-design flow conditions produced the

greatest positive effect of MGD methods for flow control [16, 17]. Extending upon

this, Kuranov and Sheikin broke down the influence of MGD further, concluding

the extent of MGD influence on scramjet performance essentially depends on the

type of MGD generator, inlet characteristics, load factors, Hall parameter, ionizer

parameters, and flow parameters. The problem then becomes finding the optimal

type and choice for these parameters to improve specific impulse and thrust given a

specific flight condition [20].

In their most resent work, Kuranov and Sheikin explained the reason for en-

hanced performance: Decreasing the total pressure losses in the scramjet combustor

using MGD bypass is the main reason for improved performance [19]. Furthermore,

they assert that variation in specific impulse due to MGD bypass depends upon the

nozzle configuration. These results agree with the conclusions of other researchers

in that MGD holds significant promise for lowering the flow temperature and ve-

locity in the combustor and extending the effective operating range of hypersonic

air-breathing engines [2, 19, 21, 22, 25, 28].

1.3 Current Research

This research effort is a part of the ongoing study related to MGD flow control

inside a scramjet engine. The goal is to determine the conditions required for a

self-sustained mode of operation in which the power required to ionize the flow and

the power required by the accelerator to enhance the thrust do not exceed the power
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produced by the MGD generator. This parametric study is focused specifically on

the development of the MGD accelerator and determining under what conditions

the accelerator is most effective at controlling the flow.

Gaitonde’s work has focused on a simplified scramjet engine shown in Figure 1.3

[7]. The present research is a continuation of his work, with a focus on the MGD

accelerator. The MGD accelerator, with 4◦ diverging wall angles for all but the lower

surface, serves to expand the flow. The nozzle side and bottom surfaces terminate

where the width of the configuration equals that at the entrance: this facilitates the

possibility of ganging such engines in a side-by-side fashion. The last component, the

thrust surface, corresponds to an assumed underside of the vehicle of sufficient length

to ensure that the flow is over-expanded at the exit of the computational domain.

The MGD accelerator in the nozzle consists of segmented electrodes to supply the

transverse electric current. The accelerator also has a magnetic field perpendicular

to the electric current such that the Lorentz force accelerates the flow. The same

MGD accelerator geometry used by Gaitonde is employed in the present research,

however continuous electrodes are used to provide the electric field.

Gaitonde concluded that despite non-uniformities such as vortical structures

and local flow reversals, overall generator operation is relatively efficient and can

reduce the flow total temperature[7]. Furthermore, accelerator operation was shown

to be less efficient with significant Joule heating effects in the boundary layer.

The goal of this preliminary computational study is to determine what effect

specific conditions have on MGD accelerator operation in a realistic scramjet nozzle.

In particular, the parameters of electric field strength, conductivity, and viscous

effects will be addressed. The effect of these parameters on scramjet performance

will be discussed in terms of specific thrust improvements.

This numerical study employs a 3-D MGD Computational Fluid Dynamics

code [6, 7, 8, 9, 10, 11]. The code was written by the Computational Sciences

Branch of the Aeromechanics Division of the Air Vehicles Directorate (VAAC) within
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Figure 1.3 Simplified Mach 8 scramjet model design[7].

the Air Force Research Laboratory (AFRL). The code solves the Euler or Navier-

Stokes equations with the addition of source terms for the MGD forces and energy

interactions. The AFRL/VAAC code has been verified for various problems including

2-D flow past a flat plate and a laminar MGD boundary layer flow[8, 10].

The MGD governing equations used in this research are developed in Section

2 from the Navier-Stokes equations and the Maxwell equations. In section 3, the

numerical algorithms used to solve the magnetogasdynamic equations are explained.

Section 3 also includes a detailed explanation of the the computational domain set-

up for this research. Section 4 presents the results of the baseline models without

MGD interaction and includes MGD results for varying electric field strength and

conductivity patterns. Of primary interest is the increase in thrust produced by

MGD interactions over the non-MGD solutions. Section 5 presents some conclusions

on the effect these parameters have on flow acceleration.
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2. Governing Equations

2.0.1 The Vector Form Navier-Stokes Equations. The Navier-Stokes equa-

tions, based upon conservation of mass, momentum, and energy, are the governing

equations of fluid flow. When heat transfer and body forces are neglected, the

Navier-Stokes equations can be written in conservative vector form as shown [13]:

∂U

∂t
+

∂E

∂x
+

∂F

∂y
+

∂G

∂z
= S (2.1)

U is the vector of conservative variables given by:

U = [ρ ρu ρv ρw ρet]
T (2.2)

E, F, and G represent the total fluxes in the x, y, and z directions respectively.

These fluxes can be broken down into inviscid and viscous vector terms as shown:

E = Ei − Ev =




ρu

ρu2 + p

ρuv

ρuw

ρhtu




−




0

τxx

τxy

τxz

uτxx + vτxy + wτxz + qx




(2.3)

F = Fi − Fv =




ρv

ρuv

ρv2 + p

ρvw

ρhtv




−




0

τxy

τyy

τyz

uτxy + vτyy + wτyz + qy




(2.4)
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G = Gi −Gv =




ρw

ρuw

ρvw

ρw2 + p

ρhtw




−




0

τxz

τyz

τzz

uτxz + vτyz + wτzz + qz




(2.5)

Lastly, S is the source term defined without MGD as:

S =




0

0

0

0

0




(2.6)

2.0.2 Ideal Gas Law. As shown above, the vector equations have six

variables, (ρ, u, v, w, p, et), but only 5 equations. The ideal gas law provides the

sixth equation to close the system. With the assumption that air is a calorically

perfect gas, and using R as the universal gas constant for air, the ideal gas law is

given as:

p = ρRT (2.7)

2.1 Maxwell Equations

Maxwell’s equations are the governing equations of electromagnetics, com-

prised of laws from Coulomb, Gauss, Faraday, and Ampere [14]. An important

discussion when dealing with Maxwell’s equations is the principle of special rela-

tivity. The coupling of electromagnetic, fluid-dynamic, and thermodynamic forces

results from a conducting media in motion. Measured values of these physical prop-

erties are taken in the laboratory frame, where the media is moving relative to the
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observer. A second frame of reference is also taken into consideration, the ‘rest

frame’ where the observer is at rest compared to the media. Electromagnetic field

quantities are related from one frame to the other using the Maxwell-Lorentz trans-

formations. The Maxwell equations are valid in all reference frames, including the

laboratory and the rest frame (denoted by a prime), and are given as:

∇ · ~E =
ρe

εe

(2.8)

∇ · ~B = 0 (2.9)

∇× ~E = −∂ ~B

∂t
(2.10)

∇× ~B = µe
~j + µeεe

∂ ~E

∂t
(2.11)

where ~E is the electric field, ~B is the magnetic flux density, ~j is the conduction

current density, µe is the permeability, and εe is the permittivity.

2.1.1 Ohm’s Law. Ohm’s law is defined for linear isotropic media in the

rest frame as follows:

j′i = σE ′
i (2.12)

where σ is the conductivity.

As mentioned, the Maxwell-Lorentz transformations are used to transform the

Maxwell equations from the rest frame to the laboratory frame. When the media is

nonuniform in all directions, anisotropic, and V 2 << c2, generalized Ohm’s law is

as follows[14]:

ji = σji[Ej + (~V × ~B)j] + ρeVi (2.13)
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2.1.2 Constitutive Relations. The constitutive relations for linear isotropic

dielectrics and magnetic materials expressed in the laboratory frame are as follows

when V 2 << c2 and the medium is isotropic [14]:

~D = εe[ ~E + (1− 1
εe

ε0,e

µe

µ0,e

)~V × ~B] (2.14)

~B = µe[ ~H − (1− 1
εe

ε0,e

µe

µ0,e

)~V × ~D] (2.15)

2.1.3 Magnetogasdynamic Assumptions. When a conductive fluid moves

through a magnetic field, there is an interaction between the fluid and electromag-

netic field. This interaction is called plasma dynamics and has been studied for

over 100 years. When this is applied to a fluid continuum, it is called magnetofluid-

mechanics (MFM). The equations used to describe the interactions between a fluid

media and electromagnetic fields are based upon a set of assumptions. When these

equations are applied to air as the fluid media, the MGD equations emerge as a

subset of the MFM equations. The MGD assumptions are as follows [14]:

MGD Assumption 1: |V |2 << c2, the magnitude of the velocities dealt with in

fluid dynamics are much less than the speed of light.

MGD Assumption 2: ~E ≈ O(~V × ~B) implies that the induced magnetic field is

much smaller than the externally applied magnetic field.

MGD Assumption 3: ∂ ~D
∂t

≈ 0, disregarding phenomena due to high frequency

and ∂ ~E
∂t
≈ 0 by the constitutive relations. Therefore, ∇× ~B = µe

~j.

MGD Assumption 4: The electric energy is insignificant compared to the mag-

netic energy.

MGD Assumption 5: The conductivity is considered independent of magnetic

field. This assumption implies that ~j′ = ~j.

MGD Assumption 6: Force density is represented by ~f = ρe
~E +~j × ~B.
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2.1.4 Maxwell Equations for Magnetogasdynamic Flow. When the assump-

tions listed above are included in the Maxwell Equations, they yields a new set which

govern electromagnetic fields. In the laboratory frame they become[14]:

∇× ~E = −∂ ~B

∂t
(2.16)

∇× ~B = µe
~j (2.17)

∇ ·~j = 0 (2.18)

∇ · ~B = 0 (2.19)

And, Ohm’s law becomes:

~j = σ( ~E + ~V × ~B) (2.20)

All subsequent equations are written in the laboratory frame unless otherwise

noted.

2.2 Magnetogasdynamic Equations

The magnetogasdynamic equations are the combination of the Maxwell equa-

tions for MGD and the Navier-Stokes equations from the beginning of this chapter.

These equations describe the interaction between electromagnetic fields and elec-

trically conducting gases in a continuum governed by the MGD assumptions. The

magnetogasdynamic equations are the same as those given in Eqns. 2.1 except the

term S is now given by:

S =




0

jyBz − jzBy

jzBx − jxBz

jxBy − jyBx

Exjx + Eyjy + Ezjz




(2.21)
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where (~j × ~B) components are the Lorentz force components, and the ~E ·~j term is

the resulting energy interaction.

2.2.1 Non-dimensionalizing the Magnetogasdynamic Equations. The MGD

equations are non-dimensionalized as follows where the dimensionless quantities are

denoted by an asterisk [14]:

L∗ =
L

L0

ρ∗ =
ρ

ρ0

~E∗ =
~E

E0

~V ∗ =
~V

V0

T ∗ =
T

T0

~B∗ =
~B

B0

(2.22)

These initial dimensional quantities denoted by 0 are used to non-dimensionalize

the other variables, and all dimensionless variables are substituted into the equa-

tions. Several non-dimensional parameters are formed during this process which

help to characterize MGD flows. The Reynolds number is the ratio of inertial forces

to viscous forces, defined as follows:

Re =
V0L0

νf

(2.23)

The magnetic Reynolds number is a measure of the magnitude of the induced mag-

netic field compared to the total magnetic field:

Rm = V0L0σ0µ0,e (2.24)

The Mach number and magnetic Mach number are defined as follows:

M =
V0

a0

(2.25)

2-6



Mm =
V0
√

ρ0µ0,e

B0

(2.26)

The Prandtl number is the ratio of kinematic viscosity to thermal diffusivity:

Pr =
cP νfρ0

κf

(2.27)

The magnetic Prandtl number is the ratio of vorticity diffusion to magnetic diffusion:

Pm = σ0νfµ0,e =
Rm

Re
(2.28)

The interaction parameter, Q, is used when Rm << 1 and is defined as the ratio of

the ponderomotive force to the inertial force and should be O(1). By increasing Q
the magnitude of the magnetic field is increased.

Q =
σ0B

2
0L0

ρ0V0

=
Rm

M2
m

(2.29)

The load factor, K, is defined as the ratio of the electric field to the induced effects.

An increase in K signifies a larger applied electric field, E0.

K =
−E0

B0V0

(2.30)

In the MGD source terms, the non-dimensional Lorentz force is Q(~j∗× ~B∗) and the

non-dimensional energy interaction is Q ~E∗ ·~j∗.
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3. Computational Set-Up

This section presents the computational code, domain, and factors employed in this

parametric study on MGD acceleration.

3.1 MGD 3-D Computational Code

The computational study employed the 3-D non-dimensional MGD CFD code

[6, 7, 8, 9, 10, 11]. The code was written by AFRL/VAAC. This code solves the

Euler or Navier-Stokes equations with the addition of a source term to account for

the MGD Lorentz forces and energy interaction.

The inviscid flux vectors for this generalized coordinate finite difference code

were discretized using Roe’s flux-difference splitting method with a van Leer har-

monic limited Monotone Upstream-centered Schemes for Conservation Laws (MUSCL)

variable extrapolation. The limited MUSCL variable extrapolation provided essen-

tially third-order spatial accuracy throughout the smooth region of the flow. The

viscous flux vectors were discretized using central differences.

Beam-Warming implicit time integration scheme was employed to integrate the

MGD system of equations to steady state using a constant time step. In addition, a

Gauss-Siedel Successive Overrelaxation method was applied to the current continuity

Poisson equation to determine the electric field within the computational domain for

MGD simulations.

3.2 Thrust Calculation Model

In order to assess how the thrust of the MGD accelerator changes as the pa-

rameters are varied, the stream thrust function is calculated at the inlet and exit of

the accelerator/nozzle [12]. The stream thrust function is the parameter that leads

to the determination of mass flow rate specific thrust, and is given as follows:
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Sa =
I

ṁ
(3.1)

where I is the axial impulse function given as:

I = pA(1 + γM2) (3.2)

I measures the axial force imposed on the flow between two axial stations, in

this case the MGD accelerator inlet and exit. These equations are based upon the

following set of assumptions [12]:

Sa Assumption 1: The flow is steady or the unsteady terms are negligible.

Sa Assumption 2: The ratio of momentum flux to pressure forces is large.

Sa Assumption 3: Thermochemistry of the flow must be known.

Sa Assumption 4: The velocity at each stage is aligned with the thrust or axial

direction and the through-flow area is perpendicular to that direction.

Assumption 1 becomes valid in hypersonic flows since the steady flow inertial terms

are very large. In addition, the axial impulse function includes a ratio of momentum

flux to pressure forces in the term γM2. In hypersonic flows, the greatest part of the

impulse function is due to momentum flux, satisfying assumption 2.

The force exerted on the flow in the axial direction can be obtained from the

stream thrust function as shown:

Fx

ṁ
= ue(1 +

RTe

u2
e

)− ui(1 +
RTi

u2
i

) = Sae − Sai (3.3)

The value of Sae−Sai will be used to assess the influence of MGD acceleration

on the flow.
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3.3 Computational Domain

Preliminary designs for this research were comprised of both the accelera-

tor/nozzle and thrust surface regions of the scramjet design used by Gaitonde [7].

Using a similar geometry, a grid convergence study was done for viscous flow calcu-

lations. Two grids were built, a coarse mesh with a node size of 141 x 31 x 31 and

also a fine mesh of the size 281 x 61 x 61, which increased the number of cells by

a factor of 8, from 126, 000 to 1, 008, 000. The three dimensional and side view of

the two grids is shown in Figure 3.1. Wall boundary conditions were specified for all

sides in both regions. The inlet was characterized by a pressure inlet condition and

the outlet by an outflow condition.

Coarse Mesh

141 x 31 x 31

Fine Mesh

281 x 61 x 61

Figure 3.1 Preliminary design used in the grid convergence study.

Viscous solutions for both the fine and coarse mesh designs were obtained using

Fluent v6.1.22. Convergence criteria was the same for both designs. A converged

solution was reached by the coarse mesh in 102 iterations, over 100 less than the fine
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mesh which took 220 iterations. Comparison of the solutions revealed that they were

not significantly different. The resolution using the fine mesh was better, however

the flow structures and point values in both solutions were virtually identical. As a

result, the coarse mesh was chosen as the more efficient design.

In order to focus in on flow structures and the effect of MGD acceleration on

the flow, the thrust surface aft of the accelerator was removed from the physical

domain. This resulted in an accelerator region comprised of 95, 400 cells.

The dimensions of the MGD accelerator model are shown in Figure 3.2. These

measurements are taken from the physical model used by Gaitonde [7]. The inlet

area was 0.1075m2 while the exit area was 0.4335m2. The difference is due to a 4o

divergence in the top and side walls while the bottom surface is held constant. This

leads to an exit area to inlet area ratio of 4.032.

-- 0.5349 m --

--
3
.3

2
5
0
 m

--

-- 1.0 m --

|

0.4335 m

|

0.2010 m

|

|

Figure 3.2 Three dimensional MGD accelerator geometry.
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The inviscid and viscous grid designs used in this study were built using Grid-

gen v15. In anticipation of more complex flow structures using the MGD flow solver,

additional nodes were added to the inviscid model. This resulted in a final mesh

design with node dimensions of 120 x 41 x 51 yielding a numerical domain with

240, 000 cells which is shown in Figure 3.3. Equal spacing was specified in all three

dimensions. In order to implement the inviscid boundary conditions, an orthogonal

grid solver was used to force the grid lines perpendicular to the four MGD accelerator

walls.

Figure 3.3 Three dimensional inviscid mesh design.

The number of points in the viscous grid was also increased from the conver-

gence study in anticipation of flow complexity and to add extra cells in the boundary

layer. The viscous grid had 10 cells in the boundary layer which was determined

to be 5.38mm from laminar boundary layer theory. Again an orthogonal grid solver
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in Gridgen was used to bring the mesh lines perpendicular at the walls. The final

viscous grid shown in Figure 3.4 had 120 x 46 x 56 nodes and 297, 000 cells.

Figure 3.4 Three dimensional viscous mesh design.

3.4 Computational Parameters

The flow conditions used at the accelerator inlet were set using the Mach 8 de-

sign flight conditions employed by Gaitonde [7]. Table 3.1 shows the inlet conditions

used in the numerical calculations. Also included in Table 3.1 are the free-stream

values which were used in non-dimensionalizing the flow parameters.

One important parameter in MGD solutions is the flow conductivity pattern.

To explore what effect conductivity, σ, has on flow acceleration, this study focused

on two different patterns of σ. In both patterns, σ is a non-dimensional value based

on a modified Gaussian distribution. The dimensional values of σ are related to the

magnetic flux density, B0, which may vary nominally from 2 tesla to 10 tesla for these

applications. The non-dimensional values of σ0 given this range are determined using
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Table 3.1 Freestream and MGD Accelerator Inlet Conditions.

Free-stream Inlet Non-Dimensional
Conditions Conditions Inlet Conditions

Velocity 2380.45 m/s 1938.2 m/s 0.8142
Temperature 250o K 2892.0o K 11.568

Pressure 1285.76 Pa 143116 Pa 1.4101
Mach 8 1.9148 1.9148

Eqn. 3.4 where the interaction parameter, Q, is set to unity in this study. Eqn. 3.4

then becomes:

σ0 =
ρ0U0

B2
0L0

(3.4)

where L0 = 0.6, and ρ0 and V0 are free-stream values from Table 3.1. This yields a

range of σ0 from 0.711 at a magnetic flux density of 10T to 17.778 at 2T .

The first σ pattern is shown in Figure 3.5 where the mainstream accelerator

flow region has high non-dimensional conductivity, or σ = 1.0, which falls off towards

zero close to the walls. This configuration is designed to simulate electron beam type

ionization, mentioned before as the most energy efficient means of ionization. The

second configuration, shown in Figure 3.6, high conductivity is set close to the walls

and σ is allowed to fall from 1.0 towards zero in the mainstream. This configuration

is designed to simulate ionized particle seeding of the flow near the walls.

The second important parameter varied in this study was the load factor,

K, which was given in Eqn. 2.30. Recall that the magnetic flux density is non-

dimensionalized by B0 is unity for this investigation. This means that changes in

the load factor cause changes in E0, the magnitude of the applied electric field. Thus

the load factor becomes a measure of the applied electric field intensity.

The Lorentz force given as ~j × ~B is applied to accelerate the flow in the MGD

solution runs. The magnetic flux density, B0, is oriented in the positive y direction.

For the load factors used in this study, an electric current is produced in the negative
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Figure 3.5 MGD accelerator conductivity pattern 1.

TOP VIEW

SIDE VIEW

1.000

0.004

Figure 3.6 MGD accelerator conductivity pattern 2.
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z direction which results in an accelerating Lorentz force in the positive x direction

as shown in Figure 3.7.

Figure 3.7 Schematic of an accelerating Lorentz force vector.

3.5 Computational Cases

The flow parameters of flow regime, conductivity, and electric field strength

or load factor were varied in the course of eight test cases investigated. Case 1 and

case 2 in this research were inviscid and viscous flow solution, respectively, with

no MGD interactions. To establish baseline calculations for both the inviscid and

viscous cases, the flows were initialized to the inlet conditions and iterated until

the solutions converged. These converged solutions became the initial states for the

subsequent MGD runs.

Inviscid MGD flow solutions were determined for several load factors and two

conductivity patterns. Cases 3,4, and 5 represent inviscid solutions with load factors

of 1.4, 1.2, and 1.8, respectively, all with conductivity pattern 1 shown in Figure 3.5.

Case 6 is the numerical solution to an inviscid flow with a load factor of 1.4 in

conductivity pattern 2 from Figure 3.6. Viscous MGD flow solutions were also

determined for two load factors. Case 7 and 8 represent viscous flow solutions at load

factors of 1.4 and 1.8, respectively. Table 3.2 summarizes the varying parameters for

each test case presented in this study.
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Table 3.2 Test Case Parameters.

Test Flow Conductivity Load Factor
Case Regime Pattern (K)

1 Inviscid none none
2 Viscous none none
3 Inviscid 1 1.4
4 Inviscid 1 1.2
5 Inviscid 1 1.8
6 Viscous 1 1.4
7 Viscous 1 1.8
8 Inviscid 2 1.4
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4. Results

The MGD accelerator described in Chapter 3 was used in this numerical study to

investigate the influence of an accelerating lorentz force. A total of 8 test cases were

conducted, 6 inviscid and 2 viscous, varying conductivity pattern and electric field

strength. Table 3.2 shows the breakdown of these 8 cases according to the varying

parameters. Non-MGD baseline cases were established and used as a reference in

later MGD solutions. The objective was to determine if specific thrust was greater

in MGD solutions than in the baseline solutions, and to investigate what impact

MGD has on the flow field inside the accelerator.

4.1 Baseline Cases

The first stage of this investigation was to determine baseline solutions, inviscid

and viscous flow fields, without MGD interactions. The solutions to these baseline

numerical configurations were used to determine the effect MGD acceleration had

on the flowfield and thrust calculations.

4.1.1 Case 1: Inviscid. The inviscid numerical solution for the accelera-

tor/nozzle flow without MGD interactions provided the first baseline solution. For

this case, the computational domain was initialized to the initial flow conditions at

the inlet specified in Table 3.1. The converged solution for Mach number is shown

in Figure 4.1. As expected, the flow accelerates as it expands through the accelera-

tor reaching a maximum average Mach number of 3.07 at the MGD accelerator exit.

The Mach number increases uniformly with slightly higher Mach in the lower corners

approximately half way down the accelerator flow path as shown in Figure 4.1.

Pressure contours in Figure 4.2 further demonstrate the relatively smooth flow

path through the accelerator. As expected, the pressure decreases from 131884Pa

to 16787Pa along the length of the accelerator and exits while still 18 times the
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Figure 4.1 Case 1 - 3D inviscid results: Mach number.
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free-stream pressure. Therefore, the flow is underexpanded. The flow structure at

the accelerator inlet is due to the diverging walls on the sides and top, allowing the

pressure to fall more rapidly than along the constant bottom surface.

Figure 4.3 shows the smooth temperature profile through the accelerator. As

the flow expands along the walls on the top and sides, the temperature decreases

faster than along the bottom surface, causing the area of high temperature on the

bottom surface. The temperature values are with acceptable ranges according to the

research, remaining below 3000K. The final parameter used to examine the flow is

the velocity magnitude shown in Figure 4.4 ranging from 2,312 m/s at the accelerator

inlet to 3,039 m/s at the exit. Like the two previous figures, the pressure contour

plot shows a smooth flow through the accelerator.

Pres
131884
125826
119769
113711
107653
101595
95537.7
89480
83422.2
77364.5
71306.8
65249.1
59191.3
53133.6
47075.9
41018.2
34960.5
28902.7
22845
16787.3

Figure 4.2 Case 1 - 2D inviscid contour lines: Pressure. (top: x-y midplane,
bottom: x-z midplane)

4.1.2 Case 2: Viscous. A second baseline solution was determined for the

viscous flow field through the accelerator/nozzle. As in Case 1, the computational

domain was initialized to the initial flow conditions at the accelerator inlet. Fig-

ure 4.5 shows the Mach number as the flow expands through the accelerator. The

majority of the flow field is unchanged from the inviscid solution in Figure 4.1 with
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Temp
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2843.74
2794.97
2746.21
2697.45
2648.68
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2453.63
2404.87
2356.11
2307.34
2258.58
2209.82
2161.05
2112.29
2063.53
2014.76
1966

Figure 4.3 Case 1 - 2D inviscid contour lines: Temperature. (top: x-y midplane,
bottom: x-z midplane)
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2732.9
2694.62
2656.35
2618.08
2579.81
2541.53
2503.26
2464.99
2426.72
2388.44
2350.17
2311.9

Figure 4.4 Case 1 - 2D inviscid contour lines: Velocity Magnitude. (top: x-y
midplane, bottom: x-z midplane)
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the exception of the boundary layer along the walls. For the viscous solution, the

maximum average Mach number is 3.03 compared to 3.07 for the inviscid case. Fig-

ure 4.1 shows no significant flow structures besides the boundary layer developing in

the flow field.
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Figure 4.5 Case 2 - 3D viscous results: Mach number.

The pressure contours in Figure 4.6 again followed expected results, ranging

from 135, 199Pa at the inlet to 17829Pa at the exit, slightly higher than the inviscid

case. This is because viscous forces in the boundary layer reduce flow expansion. The

temperature profile in Figure 4.7 is significantly different from the inviscid solution

due to the viscous effects in the boundary layer. While the mainstream temperature

ranges from approximately 2900K at the inlet to 2000K at the exit, the viscous effects

in the boundary layer have heated the flow nearly 1000K. This 1000K increase is due

to boundary layer heating and the use of an adiabatic boundary condition for the

walls.

The laminar boundary layer profile shown in Figure 4.8 is along the bottom

surface three cells from the accelerator exit where the boundary layer has fully de-

veloped. The vector lengths correspond to the velocity magnitude and colors to the
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131884
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83771.2
77757.1
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53700.7
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Figure 4.6 Case 2 - 2D viscous contour lines: Pressure. (top: x-y midplane, bot-
tom: x-z midplane)
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Figure 4.7 Case 2 - 2D viscous contour lines: Temperature. (top: x-y midplane,
bottom: x-z midplane)
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temperature at each point. As shown, the boundary layer extends out approximately

13 cells, or 1cm from the wall where the flow has reached mainstream velocity and

temperature at this location.

Y

0

0.002

0.004

0.006

0.008

0.01 Temp
3685.26
3600.52
3515.79
3431.05
3346.31
3261.57
3176.83
3092.1
3007.36
2922.62
2837.88
2753.14
2668.4
2583.67
2498.93
2414.19
2329.45
2244.71
2159.98
2075.24

Figure 4.8 Case 2 - Viscous boundary layer profile.

4.2 MGD Results: Conductivity Pattern 1

The first set of the MGD solutions solved in this investigation used the conduc-

tivity pattern shown in Figure 3.5 known as conductivity pattern 1. This pattern

simulates an electron beam ionization of the flow, non-dimensionally falling from

unity in the mainstream towards zero at the walls, inlet, and exit. Three inviscid

cases were solved using this conductivity pattern at load factors of 1.2, 1.4, and 1.8.

4.2.1 Case 3: Inviscid Load Factor 1.4. Case 3 of this investigation used a

load factor, K, of 1.4. The potential gradients between the two continuous electrodes

on the side walls are established through the relation ∆φ = KwUrefB where φ is

the potential on the electrode, w is the width between the electrodes at the midway
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point through the accelerator, and Uref is a reference velocity at this midway point.

In this study, B is set to unity. For K = 1.4, the electrical potential is set to ±0.5372

on the electrodes. The electric potential, φ, of the flow field for this load factor is

shown in Figure 4.9. This contour plot shows the simulated electrodes along the

span of each side wall creating the electric field. The electrode generating negative

φ values is the anode, and the positive φ values are along the cathode.

EPHI
0.5372
0.480653
0.424105
0.367558
0.311011
0.254463
0.197916
0.141368
0.0848211
0.0282737

-0.0282737
-0.0848211
-0.141368
-0.197916
-0.254463
-0.311011
-0.367558
-0.424105
-0.480653
-0.5372

Figure 4.9 Case 3 - 2D electric field. (x-z midplane)

Due to the magnetic field oriented in the positive y direction, the load factor

of 1.4 oriented the electric field in the negative z direction, which resulted in an

accelerating Lorentz force. For this case, select Lorentz force vectors are shown in

Figure 4.10. The vector plot shows the direction of the Lorentz force. When the

force vectors are aligned with the flow in the positive x direction, the force is an

accelerating Lorentz force, and when aligned in the negative x direction, a deceler-

ating force. While most of the vectors are aligned in the x direction, the sides at the

inlet and exit exhibit a different behavior. This is due to current ‘leaking’ around

the edges of the electrodes, locally changing the orientation of the E field. The

largest accelerating Lorentz force magnitude is in first half of the accelerator, from

approximately 15% to 50% of the accelerator length. As shown in Figure 4.10, the

vectors then decrease in magnitude and transition the force from an accelerating one
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to a decelerating one. This transition occurs for Case 3 about 80% of the accelerator

length. Beyond this transition, MGD begins decelerating the flow. This deceleration

is expected since the reference velocity for determining the electric potential of the

electrodes is taken at a location 50% of the accelerator length.

Figure 4.10 Case 3 - Lorentz vectors. (top: x-y midplane, bottom: x-z midplane)

Although the flow experiences both accelerating and decelerating Lorentz forces,

MGD does have a significant impact on the flow field compared to non-MGD solu-

tions. Figure 4.11 shows Mach number contours for this case. The maximum Mach

number has increased 7.2% to 3.29. In addition, the location of largest Mach numbers

is before the accelerator exit because the decelerating Lorentz force that develops

near the exit works against the flow, slowing it down.

Another impact of MGD on the flow field is an increase in temperature along

the walls and near the accelerator exit. Figure 4.12 shows the location of the highest

temperatures along the electrodes and at the exit. The highest temperature for

this case is 14.5% greater than the maximum temperature in Case 1. A closer

look at the temperature contours in Figure 4.13 shows greater complexity in the

flow field than was present in Case 1. The temperature gradients are much higher

near the electrodes and in the corners of the accelerator. Along the electrodes as
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Figure 4.11 Case 3 - 3D inviscid results: Mach number.

shown in the x-z midplane view, the temperature is highest in the region of the

accelerator corresponding to largest accelerating Lorentz force shown in Figure 4.10.

The electrode surface side-plane view in Figure 4.13 shows that high temperatures

fall off near the top and bottom edges of the electrode. The increase in temperature

near the electrodes is due to the addition of energy into the flow through the energy

interaction term. This energy interaction accounts for the Joule heating of the flow.

The pressure contours for this case are shown in Figure 4.14. The decelerating

Lorentz force near the exit of the accelerator slows the expansion of the flow. The

maximum pressure in the accelerator increased by 1.7% near the accelerator inlet.

Another implication of the accelerating and decelerating Lorentz forces is

shown in the velocity contour plot in Figure 4.15. The flow exceeds the maximum

velocity from Case 1 at approximately 50% of the accelerator length. In the transi-

tion region where the Lorentz force direction is switching, the flow velocity no longer

increases, and near the exit the velocity decreases again.
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Figure 4.12 Case 3 - 3D inviscid results: Temperature.
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MIDDLE PLANE

SIDE PLANE

Figure 4.13 Case 3 - 2D inviscid contour lines: Temperature. (top: x-y side plane,
middle: x-y midplane, bottom: x-z midplane)
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Pressure
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52839.4
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Figure 4.14 Case 3 - 2D inviscid contour lines: Pressure. (top: x-y midplane,
bottom: x-z midplane)

Velocity
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Figure 4.15 Case 3 - 2D inviscid contour lines: Velocity. (top: x-y midplane,
bottom: x-z midplane)
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4.2.2 Case 4: Inviscid Load Factor 1.2. Case 4 of this investigation used

a load factor, K, of 1.2. For this load factor, electrical potentials on the cathode

and anode were set to ±0.4549 respectively. This decrease in electrical potential

produced a different Lorentz force vector field as shown in Figure 4.16. The vector

plot is similar to the one in Figure 4.10, such as the inlet and exit effects caused

by ‘leakage’ of the current around the electrodes. It is important to note where the

Lorentz force transitions from accelerating to decelerating. In Case 4, this transition

occurs earlier, approximately 60% of the accelerator length. This means that the

MGD interactions with the flow have caused a larger decelerating region of the flow.

In addition, the magnitude of the maximum Lorentz force has dropped 20% from

0.679 to 0.564. With a smaller accelerating region and a larger decelerating region,

it is expected that the thrust produced by MGD will decrease from Case 3.

Figure 4.16 Case 4 - Lorentz vectors. (top: x-y midplane, bottom: x-z midplane)

The velocity contours for this MGD case are shown in Figure 4.17. Like Case 3,

the decelerating Lorentz force causes the velocity to stall and then decrease although

the geometry of the accelerator is still expanding. This decreasing velocity region of

the flow is larger than the one for Case 3 shown in Figure 4.15.
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Velocity
3314.69
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2299.47

Figure 4.17 Case 4 - 2D inviscid contour lines: Velocity. (top: x-y midplane,
bottom: x-z midplane)

The temperature contours shown in Figure 4.18 show little increase in maxi-

mum temperature, only 2% or 65K higher than the baseline in Case 1. The maximum

temperature for Case 4 is 2957.5K, which unlike Case 3 is still within known material

limits. As in Case 3, the area of highest temperature occurs along the electrodes

where the accelerating Lorentz force is the largest.

4.2.3 Case 5: Inviscid Load Factor 1.8. A load factor of 1.8 used in Case 5

produced electric potential values of ±0.6824 for the cathode and anode respectively.

Figure 4.19 shows the direction of the Lorentz force, which ranges in magnitude from

0.893 in the accelerating direction to 0.186 in the decelerating direction. This is a

31.5% increase in the accelerating force from Case 3. In addition, the region of

decelerating Lorentz force vectors is reduced when compared to Cases 3 and 4. This

means that the flow is accelerating for a longer time, thus increasing flow velocity.

Like the two previous cases, the highest magnitude of the Lorentz force is located in

the first half of the accelerator.

The velocity contours in Figure 4.20 show the maximum velocity located at the

walls near the exit is 50.4% greater than the maximum velocity in the baseline Case
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Figure 4.18 Case 4 - 2D inviscid contour lines: Temperature. (top: x-y side plane,
middle: x-y midplane, bottom: x-z midplane)

Figure 4.19 Case 5 - Lorentz vectors. (top: x-y midplane, bottom: x-z midplane)
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1. In addition, the maximum velocity from Case 1 is achieved in only 30% of the

accelerator length. Despite this acceleration, there is still a decelerating effect from

the decelerating Lorentz force vectors in the mainstream flow near the accelerator

exit.

Velocity
4570.31
4450.45
4330.59
4210.73
4090.88
3971.02
3851.16
3731.3
3611.44
3491.58
3371.73
3251.87
3132.01
3012.15
2892.29
2772.43
2652.58
2532.72
2412.86
2293

Figure 4.20 Case 5 - 2D inviscid contour lines: Velocity. (top: x-y midplane,
bottom: x-z midplane)

The large increase in velocity, causes a large penalty in heating as shown by

the temperature contours in Figure 4.21. The maximum temperature, located on

the electrodes near the accelerator exit, reaches 5545K, 91.7% higher than in Case

1. This is due to greater Joule heating.

4.2.4 Case 6: Viscous Load Factor 1.4. The first viscous MGD case was

solved using a load factor of 1.4. This load factor cased the electric potential to

be set to ±0.515 on the cathode and anode, respectively. The numerical solution

from this electric potential and conductivity pattern from Figure 3.5 resulted in

the Lorentz force vector plot in Figure 4.22. As shown, there is a large increase

in the Lorentz force in the corners of the accelerator, reaching magnitudes of 29.8

as opposed to the maximum of 0.893 in the inviscid cases. In addition, there are
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Figure 4.21 Case 5 - 2D inviscid contour lines: Temperature. (top: x-y side plane,
middle: x-y midplane, bottom: x-z midplane)

also large decelerating Lorentz force vectors in the corners. However, these larger

accelerations and decelerations occur where the velocity is essentially zero.

Despite the large Lorentz force vectors, the mainstream flow away from the

corners is similar to the inviscid Lorentz force patterns. This is shown in Figure 4.23

which has many of the same features as Case 3 shown in Figure 4.10. The accelerating

Lorentz force is greater in the first half of the accelerator and falls to zero in the same

location as Case 3. The same inlet and exit characteristics are present including the

decelerating Lorentz force in the aft region of the accelerator.

The larger Lorentz forces in the accelerator corners caused some flow features

in Case 6 that differ from those in baseline Case 2. Figure 4.24 shows three dimen-

sional contour plots for velocity magnitude and Mach number. Vortices form aft the

accelerator inlet in each corner, characterized by increased velocity and temperature.

Despite the large velocities in the corners, the Mach number drops in the corners

compared to the baseline Case 2 due to increases in temperature. In comparison
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Figure 4.22 Case 6 - 3D Lorentz force vectors.

Figure 4.23 Case 6 - 2D Lorentz force vectors. (top: x-y midplane, bottom: x-z
midplane)
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with Figure 4.5, the flow in the corners is at a much lower mach number than the

baseline case.

The temperature contours in the mainstream flow shown in Figure 4.26 show a

representation of the temperature in the flow. As shown, the temperature gradients

remain the largest near the electrode surfaces and the contours in the mainstream

are not as uniform as in the baseline case. The temperature increases in the first

portion of the accelerator before dropping as is expected in flow expansion. These

changes in temperature are due to the energy interaction source term. Figure 4.25

shows the mainstream viscous flow structures. Like the inviscid MGD cases, an area

of decelerating flow is seen near the accelerator exit as the decelerating Lorentz forces

retard the flow.

4.2.5 Case 7: Viscous Load Factor 1.8. The second load factor investigated

in the viscous flow regime is K = 1.8 in Case 7. As shown in Figure 4.27, many

of the same Lorentz force characteristics seen in Case 6 are also seen in Case 7.

The boundary layer in the corners contain both large accelerating and decelerating

Lorentz force vectors. Comparing Figure 4.27 to Figure 4.22, the magnitude of the

Lorentz vectors are greater for the larger load factor. This is most apparent in the

region just after the inlet where the flow is mainly characterized by accelerating

vectors. The mainstream flow shows accelerating vectors similar to those found in

Case 5, the inviscid case with the same load factor, shown in Figure 4.19. Figure 4.28

shows the mainstream Lorentz force vectors. Again the area of greatest accelerating

Lorentz vectors is in the first half of the accelerator. Again, similar to Case 5, the

area before the accelerator exit is characterized by decelerating Lorentz forces, which

occur in approximately the same location. Lastly, the inaccuracies due to ‘leakage’

around the exit and inlet are visible.

Figure 4.29 shows the velocity magnitude and Mach number contours for the

MGD viscous flow field. The same flow vortices seen in the corners in Case 6 appear
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Figure 4.24 Case 6 - 3D flow field contours.
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Figure 4.25 Case 6 - 2D viscous contour lines: Velocity. (top: x-y midplane,
bottom: x-z midplane)
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Figure 4.26 Case 6 - 2D viscous contour lines: Temperature. (top: x-y midplane,
bottom: x-z midplane)
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Figure 4.27 Case 7 - 3D Lorentz force vectors.

Figure 4.28 Case 7 - 2D Lorentz force vectors. (top: x-y midplane, bottom: x-z
midplane)
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in Case 7, but with higher velocity and temperature. The vortex structures are

more developed and span a longer portion of the accelerator. Velocities in the corner

vortices are 50% larger than in those in Case 6, and the temperature more than

doubles in magnitude. The Mach number contour plot shows a larger subsonic

region in the corners that grows down the length of the accelerator. These corner

vortices were also seen by Gaitonde in his MGD acceleration results [7].

The mainstream flow properties in Figures 4.30 and 4.31 for velocity and tem-

perature, respectively, agrees well with the results from Case 6. However,the change

in load factor did have some effect. In comparison to Figure 4.25, the velocity mag-

nitude has increased to 3001m/s although this is still 1.2 lower than the baseline

viscous case. The velocity increases to a larger value earlier in the flow path with

the 1.8 load factor, but as in the previous case, the velocity is again decelerated in

the area near the exit with decelerating Lorentz forces.

The temperature contours shown in Figure 4.31 show a representation of the

temperature in the flow. In comparison to Figure 4.7, the temperature has been

significantly effected by MGD interactions. The temperature gradients near the

electrode surfaces are very large, reaching over 4000K outside the boundary layer and

increasing toward the surface. In the mainstream, the temperature again increases in

the first portion of the accelerator before dropping as is expected in flow expansion.

4.3 MGD Results: Conductivity Pattern 2

The second conductivity pattern, shown in Figure 3.6, was used to investigate

what effect conductivity had on the flow field and flow acceleration. The second

pattern, designed to simulate seeding of the flow with ionized particles, has a non-

dimensional conductivity of unity at the walls and falls towards zero in the main-

stream. Case 8 investigates the effect of conductivity pattern 2 on inviscid flow using

a load factor of 1.4.

4-23



0

0.5

1

1.5

2

2.5

3

X

-0.5
0

0.5 Z

0

0.2

0.4

Y
Mach

2.98393
2.83473
2.68553
2.53634
2.38714
2.23794
2.08875
1.93955
1.79036
1.64116
1.49196
1.34277
1.19357
1.04437
0.895178
0.745981
0.596785
0.447589
0.298393
0.149196

0

0.5

1

1.5

2

2.5

3

X

-0.5
0

0.5 Z

0

0.2

0.4

Y

Velocity
6670.1
6225.76
5811.02
5423.91
5062.58
4725.33
4410.54
4116.73
3842.49
3586.51
3347.59
3124.59
2916.44
2722.15
2540.81
2371.55
2213.57
2066.11
1928.47
1800

Figure 4.29 Case 7 - 3D flow field contours.
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Figure 4.30 Case 7 - 2D viscous contour lines: Velocity. (top: x-y midplane,
bottom: x-z midplane)
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Figure 4.31 Case 7 - 2D viscous contour lines: Temperature. (top: x-y midplane,
bottom: x-z midplane)
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4.3.1 Case 8: Inviscid Load Factor 1.4. A load factor of 1.4 was used

in Case 8 to determine the electric field. This load factor set the electric potential

on the cathode and anode to ±0.5530, respectively, similar to Case 3. The Lorentz

force vectors calculated for this case are shown in Figure 4.32. The area of largest

accelerating Lorentz forces is along the electrode surface near the inlet. While part

of this is due to the boundary conditions at the inlet causing ‘leakage’, it is also the

area with the highest conductivity. The same is true at the corners located near the

exit of the accelerator.

SIDE PLANE

MIDDLE PLANE

Figure 4.32 Case 8 - 2D Lorentz force vectors. (top: x-y side plane, middle: x-y
midplane, bottom: x-z midplane)

Figure 4.33 shows scaled Lorentz force vectors for the x-z midplane of the

accelerator. The Lorentz force in the mainstream flow is almost negligible. A result

of the new conductivity pattern is decelerating Lorentz vectors along the walls in

this midplane of the accelerator. Figure 4.33 shows the relative magnitudes of the

accelerating and decelerating Lorentz forces along the wall. The first few cells near

the wall show decelerating force vectors which rapidly transition to accelerating force

vectors as the conductivity falls off in the mainstream.
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Figure 4.33 Case 8 - Scaled Lorentz force vectors and electrode wall profile. (top:
x-z midplane, bottom: electrode wall profile)

The velocity magnitude contour plot shown in Figure 4.34 shows the concentra-

tion of high velocity in the corners near the accelerator exit. The maximum velocity

in this case, however, is 29.2% lower than the maximum in the inviscid baseline

Case 1. There are larger gradients near the inlet, and the same velocity deceleration

caused by the decelerating Lorentz forces is shown near the exit.

The temperature contours in Figure 4.35 show the areas of high temperature

for Case 8. These are located along the walls near the exit and inlet of the accelerator

where the conductivity, again shown in Figure 3.6, is the greatest. Like many of the

other MGD results, the temperature gradients near the inlet are larger than the

baseline case, and there is a decrease in mainstream temperature before the exit.

4.4 Load Factor Effects

The load factor was varied in this study to examine its effect on flow properties.

Three inviscid cases for conductivity pattern 1 with different load factors produced
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Figure 4.34 Case 8 - 2D inviscid contour lines: Velocity. (top: x-y midplane,
bottom: x-z midplane)
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Figure 4.35 Case 8 - 2D inviscid contour lines: Temperature. (top: x-y midplane,
bottom: x-z midplane)
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different Lorentz force vector plots, shown together in Figure 4.36. The dashed

line placed across each vector plot symbolizes the location where the Lorentz force

changed from an accelerating force to a decelerating force. The region of decelerating

Lorentz force near the exit has to do with how the Lorentz force is calculated. The

Lorentz force is (~j × ~B) where ~j = σ( ~E + ~V × ~B). The reference velocity used in

this study to set electrical potential was taken halfway through the accelerator. As

the flow accelerates beyond this value, the ~V × ~B term which creates a decelerating

force becomes larger than the ~E term which creates an accelerating force. As the

load factor is increased, the ~E term dominates over more of the accelerator. This

increases the axial distance where the flow is in the presence of an accelerating force

and flow velocity.

4.5 Thrust

The overall thrust of the MGD accelerator was assessed by calculating the

stream thrust function at both the inlet and exit of the accelerator/nozzle as de-

scribed in Section 3.2. The difference of the inlet and exit stream functions is the

force exerted on the flow by both the MGD interactions and the expansion of the

flow through the accelerator/nozzle. Table 4.1 summarizes the eight test cases, their

parameters, and the force exerted on the flow compared to the baseline cases.

For both the viscous and inviscid results, the greatest increase in axial force

exerted on the flow is with a load factor of 1.8. The greatest increase in axial force

change from the baseline was the viscous case which increase the axial force on the

flow more than two times the baseline value. As the load factor decreases, so does

the percent increase from the baseline cases. The viscous flow regime with a load

factor of 1.4 showed the least increase in specific thrust, increasing less than 1%.

Increasing load factor in both flow regimes greatly increased the specific thrust,

but also increased Joule heating associated with the energy interaction term. This

resulted in higher temperatures through the flow field as higher load factors were
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Figure 4.36 Lorentz vectors for Cases 3, 4 and 5.
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Table 4.1 Summary of Test Case Exit Plane Results.

Case Flow Load Factor Conductivity ∆Sa ∆ from
Number Regime (K) Pattern (m/s) Baseline

1 Inviscid none none 5355.02 —
2 Viscous none none 5273.73 —
3 Inviscid 1.4 1 8924.55 66.7%
4 Inviscid 1.2 1 6424.70 20.0%
5 Inviscid 1.8 1 13610.27 154.2%
6 Viscous 1.4 1 5318.66 0.8%
7 Viscous 1.8 1 17192.76 226.0%
8 Inviscid 1.4 2 5465.01 2.1%

implemented. In the viscous cases, the specific thrust more than doubled between

load factors of 1.4 and 1.8, but so did the temperature. Viscous cases also appear

to be more sensitive to the load factor than the inviscid cases. An increase in load

factor from 1.4 to 1.8 increased specific thrust approximately 90% in inviscid cases

as opposed to over 200% in the viscous cases.

Although load factor seems to play a larger role in this study, conductivity

also had significant effect on thrust. The second conductivity pattern, representing

a seeded flow, had little increase in the axial force exerted on the flow, increasing

only 2.1% from the baseline. Conductivity pattern 1 for the same load factor resulted

in a 66% increase showing much more promise in future research. Even at a smaller

load factor of 1.2, conductivity pattern 1 showed 10 times the improvement in thrust

over conductivity pattern 2 at a load factor of 1.4.
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5. Conclusions

The effect of MGD interactions on flow acceleration and thrust in a scramjet accel-

erator/nozzle have been examined numerically at a free-stream flight condition of

Mach 8. The parameters of conductivity pattern and load factor were varied in both

inviscid and viscous flow regimes with the intent of increasing the axial force exerted

on the flow through the accelerator. Increases in axial force for MGD solutions were

compared to the non-MGD solution to determine the what effect the parameters

have on the thrust. For the configurations investigated in this study, the mass flow

specific thrust increase ranged from negligible to as much as 226%. The viscous

case using a load factor of 1.8 and an electron beam type conductivity was most

effective in increasing axial force. The inviscid case using the same load factor and

conductivity showed the most improvement for the inviscid cases, increasing axial

force 154% from the inviscid baseline.

The conductivity pattern simulating seeding of the flow with charged particles

was implemented in an inviscid flow solution, but showed a negligible increase in spe-

cific thrust, increasing only 2.1% above the baseline inviscid solution. The electron

beam pattern modeled in conductivity pattern 1 demonstrated a greater capability

to accelerate the flow and increase specific thrust.

Flow acceleration using MGD is not without tradeoffs. Load factor increases

show significant rise in temperature across the accelerator. Although higher load

factors increase axial force, they also increase Joule heating due to the energy in-

teraction term and reduce engine efficiency. Additional material advancements are

required to withstand the high temperatures encountered in the flow path. Engine ef-

ficiency also drives a tradeoff between increased thrust and the energy spent ionizing

and accelerating the flow.

The continuous electrode design caused some unique flow structures. The

‘leakage’ mentioned in Section 4.2 and 4.3 is a result of the boundary conditions
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around the electrode. The side walls have a constant electrical potential boundary

condition, and the top and bottom walls are electromagnetic insulators. The inlet

and outlet have no restrictions on the current. These boundary conditions cause a

‘leakage’ of the current at the inlet and exit. One possible solution to this discrepancy

would be to include on the side wall a border around the electrode with an insulator

boundary condition. This would reduce the ‘leakage’ flow effects caused by the

current boundary conditions.

Future research into the area of MGD flow acceleration is required to determine

optimum operating conditions for hypersonic flow. Of importance are the electrode

configurations and conductivity patterns, and load factors which have significant

impact on flow structures. In addition, research into the efficiency of flow accelera-

tion using various load factors and conductivity patterns is also needed before this

research can be implemented in a realistic design.
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